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on the frequencies of different scores it should start to become clear that we could use this 
information to estimate the probability that a particular score will occur. We could ask, 
based on our data, ‘what’s the probability of a suicide victim being aged 16–20?’ A prob-
ability value can range from 0 (there’s no chance whatsoever of the event happening) to 1 
(the event will definitely happen). So, for example, when I talk to my publishers I tell them 
there’s a probability of 1 that I will have completed the revisions to this book by April 2008. 
However, when I talk to anyone else, I might, more realistically, tell them that there’s a .10 
probability of me finishing the revisions on time (or put another way, a 10% chance, or 1 in 
10 chance that I’ll complete the book in time). In reality, the probability of my meeting the 
deadline is 0 (not a chance in hell) because I never manage to meet publisher’s deadlines! If 
probabilities don’t make sense to you then just ignore the decimal point and think of them 
as percentages instead (i.e. .10 probability that something will happen = 10% chance that 
something will happen).

I’ve talked in vague terms about how frequency distributions can be used to get a rough 
idea of the probability of a score occurring. However, we can be precise. For any distri-
bution of scores we could, in theory, calculate the probability of obtaining a 
score of a certain size – it would be incredibly tedious and complex to do it, 
but we could. To spare our sanity, statisticians have identified several common 
distributions. For each one they have worked out mathematical formulae that 
specify idealized versions of these distributions (they are specified in terms of 
a curved line). These idealized distributions are known as probability distribu-
tions and from these distributions it is possible to calculate the probability of 
getting particular scores based on the frequencies with which a particular score 
occurs in a distribution with these common shapes. One of these ‘common’ dis-
tributions is the normal distribution, which I’ve already mentioned in section 
1.7.1. Statisticians have calculated the probability of certain scores occurring in 
a normal distribution with a mean of 0 and a standard deviation of 1. Therefore, if we have  
any data that are shaped like a normal distribution, then if the mean and standard deviation 
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are 0 and 1 respectively we can use the tables of probabilities for the normal distribution to 
see how likely it is that a particular score will occur in the data (I’ve produced such a table 
in the Appendix to this book).

The obvious problem is that not all of the data we collect will have a mean of 0 and 
standard deviation of 1. For example, we might have a data set that has a mean of 567 and 
a standard deviation of 52.98. Luckily any data set can be converted into a data set that has 
a mean of 0 and a standard deviation of 1. First, to centre the data around zero, we take 
each score and subtract from it the mean of all. Then, we divide the resulting score by the 
standard deviation to ensure the data have a standard deviation of 1. The resulting scores 
are known as z-scores and in equation form, the conversion that I’ve just described is:

z= X−X

s
(1.2)

The table of probability values that have been calculated for the standard normal dis-
tribution is shown in the Appendix. Why is this table important? Well, if we look at our 
suicide data, we can answer the question ‘What’s the probability that someone who threw 
themselves off of Beachy Head was 70 or older?’ First we convert 70 into a z-score. Say, the 
mean of the suicide scores was 36, and the standard deviation 13; then 70 will become (70 –  
36)/13 = 2.62. We then look up this value in the column labelled ‘Smaller Portion’ (i.e. the 
area above the value 2.62). You should find that the probability is .0044, or put another 
way, only a 0.44% chance that a suicide victim would be 70 years old or more. By looking 
at the column labelled ‘Bigger Portion’ we can also see the probability that a suicide victim 
was aged 70 or less. This probability is .9956, or put another way, there’s a 99.56% chance 
that a suicide victim was less than 70 years old.

Hopefully you can see from these examples that the normal distribution and z-scores 
allow us to go a first step beyond our data in that from a set of scores we can calculate the 
probability that a particular score will occur. So, we can see whether scores of a certain 
size are likely or unlikely to occur in a distribution of a particular kind. You’ll see just how 
useful this is in due course, but it is worth mentioning at this stage that certain z-scores are 
particularly important. This is because their value cuts off certain important percentages of 
the distribution. The first important value of z is 1.96 because this cuts off the top 2.5% of 
the distribution, and its counterpart at the opposite end (–1.96) cuts off the bottom 2.5% 
of the distribution. As such, taken together, this value cuts of 5% of scores, or put another 
way, 95% of z-scores lie between –1.96 and 1.96. The other two important benchmarks are 
±2.58 and ±3.29, which cut off 1% and 0.1% of scores respectively. Put another way, 99% 
of z-scores lie between –2.58 and 2.58, and 99.9% of them lie between –3.29 and 3.29. 
Remember these values because they’ll crop up time and time again.

SELF-TEST  Assuming the same mean and standard 
deviation for the Beachy Head example above, what’s 
the probability that someone who threw themselves off 
Beachy Head was 30 or younger?

1.7.5.    Fitting statistical models to the data 1

Having looked at your data (and there is a lot more information on different ways to do 
this in Chapter 4), the next step is to fit a statistical model to the data. I should really just 
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write ‘insert the rest of the book here’, because most of the remaining chapters discuss the 
various models that you can fit to the data. However, I do want to talk here briefly about 
two very important types of hypotheses that are used when analysing the data. Scientific 
statements, as we have seen, can be split into testable hypotheses. The hypothesis or pre-
diction that comes from your theory is usually saying that an effect will be present. This 
hypothesis is called the alternative hypothesis and is denoted by H1. (It is sometimes also 
called the experimental hypothesis but because this term relates to a specific type of meth-
odology it’s probably best to use ‘alternative hypothesis’.) There is another type of hypoth-
esis, though, and this is called the null hypothesis and is denoted by H0. This hypothesis is 
the opposite of the alternative hypothesis and so would usually state that an effect is absent. 
Taking our Big Brother example from earlier in the chapter we might generate the follow-
ing hypotheses:

Alternative hypothesis:MM  Big Brother contestants will score higher on personality disor-
der questionnaires than members of the public.

Null hypothesisMM : Big Brother contestants and members of the public will not differ in 
their scores on personality disorder questionnaires.

The reason that we need the null hypothesis is because we cannot prove the experi-
mental hypothesis using statistics, but we can reject the null hypothesis. If our data give us 
confidence to reject the null hypothesis then this provides support for our experimental 
hypothesis. However, be aware that even if we can reject the null hypothesis, this doesn’t 
prove the experimental hypothesis – it merely supports it. So, rather than talking about 
accepting or rejecting a hypothesis (which some textbooks tell you to do) we should be 
talking about ‘the chances of obtaining the data we’ve collected assuming that the null 
hypothesis is true’.

Using our Big Brother example, when we collected data from the auditions about the  
contestants’ personalities we found that 75% of them had a disorder. When we analyse 
our data, we are really asking, ‘Assuming that contestants are no more likely to have per-
sonality disorders than members of the public, is it likely that 75% or more of the con-
testants would have personality disorders?’ Intuitively the answer is that the chances are 
very low: if the null hypothesis is true, then most contestants would not have personality 
disorders because they are relatively rare. Therefore, we are very unlikely to have got the 
data that we did if the null hypothesis were true.

What if we found that only 1 contestant reported having a personality disorder (about 
8%)? If the null hypothesis is true, and contestants are no different in personality to the 
general population, then only a small number of contestants would be expected to have 
a personality disorder. The chances of getting these data if the null hypothesis is true are, 
therefore, higher than before.

When we collect data to test theories we have to work in these terms: we cannot talk 
about the null hypothesis being true or the experimental hypothesis being true, we can 
only talk in terms of the probability of obtaining a particular set of data if, hypotheti-
cally speaking, the null hypothesis was true. We will elaborate on this idea in the next 
chapter.

Finally, hypotheses can also be directional or non-directional. A directional hypothesis 
states that an effect will occur, but it also states the direction of the effect. For example, 
‘readers will know more about research methods after reading this chapter’ is a one-
tailed hypothesis because it states the direction of the effect (readers will know more). A 
non-directional hypothesis states that an effect will occur, but it doesn’t state the direc-
tion of the effect. For example, ‘readers’ knowledge of research methods will change 
after they have read this chapter’ does not tell us whether their knowledge will improve 
or get worse. 
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What have I discovered about statistics? 1

Actually, not a lot because we haven’t really got to the statistics bit yet. However, we 
have discovered some stuff about the process of doing research. We began by looking at 
how research questions are formulated through observing phenomena or collecting data 
about a ‘hunch’. Once the observation has been confirmed, theories can be generated 
about why something happens. From these theories we formulate hypotheses that we 
can test. To test hypotheses we need to measure things and this leads us to think about 
the variables that we need to measure and how to measure them. Then we can collect 
some data. The final stage is to analyse these data. In this chapter we saw that we can 
begin by just looking at the shape of the data but that ultimately we should end up fit-
ting some kind of statistical model to the data (more on that in the rest of the book). 
In short, the reason that your evil statistics lecturer is forcing you to learn statistics is 
because it is an intrinsic part of the research process and it gives you enormous power 
to answer questions that are interesting; or it could be that they are a sadist who spends 
their spare time spanking politicians while wearing knee-high PVC boots, a diamond-
encrusted leather thong and a gimp mask (that’ll be a nice mental image to keep with 
you throughout your course). We also discovered that I was a curious child (you can 
interpret that either way). As I got older I became more curious, but you will have to 
read on to discover what I was curious about. 

Key terms that I’ve discovered
Alternative hypothesis
Between-group design
Between-subject design
Bimodal
Binary variable
Boredom effect
Categorical variable
Central tendency
Confounding variable
Content validity
Continuous variable
Correlational research
Counterbalancing
Criterion validity
Cross-sectional research
Dependent variable
Discrete variable
Ecological validity
Experimental hypothesis
Experimental research
Falsification
Frequency distribution
Histogram

Hypothesis
Independent design
Independent variable
Interquartile range
Interval variable
Kurtosis
Leptokurtic
Level of measurement
Lower quartile
Mean
Measurement error
Median
Mode
Multimodal
Negative skew
Nominal variable 
Normal distribution
Null hypothesis
Ordinal variable 
Outcome variable
Platykurtic
Positive skew
Practice effect
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Predictor variable
Probability distribution
Qualitative methods
Quantitative methods 
Quartile
Randomization
Range
Ratio variable
Reliability
Repeated-measures design
Second quartile

Skew
Systematic variation
Tertium quid
Test–retest reliability
Theory
Unsystematic variance
Upper quartile
Validity
Variables
Within-subject design
z-scores

Smart Alex’s tasks

Smart Alex knows everything there is to know about statistics and SAS. He also likes noth-
ing more than to ask people stats questions just so that he can be smug about how much he 
knows. So, why not really annoy him and get all of the answers right!

•	 Task 1: What are (broadly speaking) the five stages of the research process? 1

•	 Task 2: What is the fundamental difference between experimental and correlational research? 1

•	 Task 3: What is the level of measurement of the following variables? 1

The number of downloads of different bands’ songs on iTunes.a.	
The names of the bands that were downloaded.b.	
The position in the iTunes download chart.c.	
The money earned by the bands from the downloads.d.	
The weight of drugs bought by the bands with their royalties.e.	
The type of drugs bought by the bands with their royalties.f.	
The phone numbers that the bands obtained because of their fame.g.	
The gender of the people giving the bands their phone numbers.h.	
The instruments played by the band members.i.	
The time they had spent learning to play their instruments.j.	

•	 Task 4: Say I own 857 CDs. My friend has written a computer program that uses a 
webcam to scan the shelves in my house where I keep my CDs and measure how many 
I have. His program says that I have 863 CDs. Define measurement error. What is the 
measurement error in my friends CD-counting device? 1

•	 Task 5: Sketch the shape of a normal distribution, a positively skewed distribution and a 
negatively skewed distribution. 1

Answers can be found on the companion website. 
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