According to economist Ethan Harris, “People may not remember too many numbers about the economy, but there are certain signposts they do pay attention to. As a short hard way to assess how the economy is doing, everybody notices the price of gas.”

The impact of high and volatile fuel prices is felt across the nation, affecting consumer spending and the economy, but the burden remains greater among distinct social economic groups and geographic areas. Lower-income Americans spend eight times more of their disposable income on gasoline than wealthier Americans do. For example, in Wilcox, Alabama, individuals spend 12.72% of their income to fuel one vehicle, while in Hunterdon Co., New Jersey, people spend 1.52%. Nationally, Americans spend 3.8% of their income fueling one vehicle. The first state to reach the $5 per gallon milestone was California in 2012. California’s drivers were especially hit hard by the rising price of gas, due in part to their reliance on automobiles, especially for work commuters.

Let’s say we drew a random sample of California gas stations (N = 100) and calculated the mean price for a gallon of regular gas, $3.05. Based on consumer information, we also know that nationally, the mean price of a gallon was $2.62 with a standard deviation of 0.21 for the same week. We can thus compare the mean price of gas in California with the mean price of all gas stations in March 2019. By comparing these means, we are asking whether it is reasonable to consider our random sample of California gas as representative of the population of gas stations in the United States. Actually, we expect to find that the average price of gas from a sample of California gas stations will be unrepresentative of the population of gas stations because we assume higher gas prices in California.

The sample mean of $3.05 is higher than the population mean of $2.62, but it is an estimate based on a single sample. Thus, it could mean one of two things: (1) The average price of gas in California is indeed higher than the national average, or (2) the average price of gas in California is about the same as the national average, and this sample happens to show a particularly high mean.

How can we decide which explanation makes more sense? Because most estimates are based on single samples and different samples may result in different estimates, sampling results cannot be used directly to make statements about a population. We need a procedure that allows us to evaluate...
hypotheses about population parameters based on sample statistics. In Chapter 7, we saw that population parameters can be estimated from sample statistics. In this chapter, we will learn how to use sample statistics to make decisions about population parameters. This procedure is called **statistical hypothesis testing**.

**ASSUMPTIONS OF STATISTICAL HYPOTHESIS TESTING**

Statistical hypothesis testing requires several assumptions. These assumptions include considerations of the level of measurement of the variable, the method of sampling, the shape of the population distribution, and the sample size. The specific assumptions may vary, depending on the test or the conditions of testing. However, without exception, all statistical tests assume random sampling. Tests of hypotheses about means also assume interval-ratio level of measurement and require that the population under consideration be normally distributed or that the sample size be larger than 50.

Based on our data, we can test the hypothesis that the average price of gas in California is higher than the average national price of gas. The test we are considering meets these conditions:

1. The sample of California gas stations was randomly selected.
2. The variable *price per gallon* is measured at the interval-ratio level.
3. We cannot assume that the population is normally distributed. However, because our sample size is sufficiently large (\(N > 50\)), we know, based on the central limit theorem, that the sampling distribution of the mean will be approximately normal.

**STATING THE RESEARCH AND NULL HYPOTHESES**

Hypotheses are usually defined in terms of interrelations between variables and are often based on a substantive theory. Earlier, we defined hypotheses as tentative answers to research questions. They are tentative because we can find evidence for them only after being empirically tested. The testing of hypotheses is an important step in this evidence-gathering process.

**The Research Hypothesis (\(H_1\))**

Our first step is to formally express the hypothesis in a way that makes it amenable to a statistical test. The substantive hypothesis is called the **research hypothesis** and is symbolized as \(H_1\). Research hypotheses are always expressed in terms of population parameters because we are interested in making statements about population parameters based on our sample statistics.

In our research hypothesis (\(H_1\)), we state that the average price of gas in California is higher than the average price of gas nationally. Symbolically, we use \(\mu\) to represent the population mean; our hypothesis can be expressed as

\[H_1: \mu > 2.62\]
In general, the research hypothesis \( (H_1) \) specifies that the population parameter is one of the following:

1. Not equal to some specified value: \( \mu \neq \) some specified value
2. Greater than some specified value: \( \mu > \) some specified value
3. Less than some specified value: \( \mu < \) some specified value

In a **one-tailed test**, the research hypothesis is directional; that is, it specifies that a population mean is either less than \( (<) \) or greater than \( (>) \) some specified value. We can express our research hypothesis as either

\[ H_1: \mu < \text{some specified value} \]
\[ H_1: \mu > \text{some specified value} \]

The research hypothesis we’ve stated for the average price of a gallon of regular gas in California is a one-tailed test.

When a one-tailed test specifies that the population mean is greater than some specified value, we call it a **right-tailed test** because we will evaluate the outcome at the right tail of the sampling distribution. If the research hypothesis specifies that the population mean is less than some specified value, it is called a **left-tailed test** because the outcome will be evaluated at the left tail of the sampling distribution. Our example is a right-tailed test because the research hypothesis states that the mean gas prices in California are higher than \$2.62 (see Figure 8.1).

**Figure 8.1**  Sampling Distribution of Sample Means Assuming \( H_0 \) Is True for a Sample \( N = 100 \)

- **Right-tailed test**: A one-tailed test in which the sample outcome is hypothesized to be at the right tail of the sampling distribution.
- **Left-tailed test**: A one-tailed test in which the sample outcome is hypothesized to be at the left tail of the sampling distribution.
Sometimes, we have some theoretical basis to believe that there is a difference between groups, but we cannot anticipate the direction of that difference. For example, we may have reason to believe that the average price of California gas is different from that of the general population, but we may not have enough research or support to predict whether it is higher or lower. When we have no theoretical reason for specifying a direction in the research hypothesis, we conduct a **two-tailed test**. The research hypothesis specifies that the population mean is not equal to some specified value. For example, we can express the research hypothesis about the mean price of gas as

\[ H_1: \mu \neq 2.62 \]

With both one- and two-tailed tests, our null hypothesis of no difference remains the same. It can be expressed as

\[ H_0: \mu = \text{some specified value} \]

### The Null Hypothesis (\(H_0\))

Is it possible that in the population, there is no real difference between the mean price of gas in California and the mean price nationally and that the observed difference of 0.43 is actually due to the fact that this particular sample happened to contain California gas stations with higher prices? Since statistical inference is based on probability theory, it is not possible to prove or disprove the research hypothesis directly. We can, at best, estimate the likelihood that it is true or false.

To assess this likelihood, statisticians set up a hypothesis that is counter to the research hypothesis. The **null hypothesis**, symbolized as \(H_0\), contradicts the research hypothesis and states that there is no difference between the population mean and some specified value. It is also referred to as the hypothesis of “no difference.” Our null hypothesis can be stated symbolically as

\[ H_0: \mu = 2.62 \]

Rather than directly testing the substantive hypothesis (\(H_1\)) that there is a difference between the mean price of gas in California and the mean price nationally, we test the null hypothesis (\(H_0\)) that there is no difference in prices. In hypothesis testing, we hope to reject the null hypothesis to provide indirect support for the research hypothesis. Rejection of the null hypothesis will strengthen our belief in the research hypothesis and increase our confidence in the importance and utility of the broader theory from which the research hypothesis was derived.

### PROBABILITY VALUES AND ALPHA

Now let’s put all our information together. We’re assuming that our null hypothesis (\(\mu = 2.62\)) is true, and we want to determine whether our sample evidence casts doubt on that assumption, suggesting that there is evidence for research hypothesis, \(\mu > 2.62\). What are the chances that we would have randomly selected a sample of California gas stations such that the average price per gallon is higher than $2.62, the average for the nation? We can determine the chances or probability because of what we know about the sampling
distribution and its properties. We know, based on the central limit theorem, that if our sample size is larger than 50, the sampling distribution of the mean is approximately normal, with a mean and a standard deviation (standard error) of

$$\sigma_r = \frac{\sigma}{\sqrt{N}}$$

We are going to assume that the null hypothesis is true and then see if our sample evidence casts doubt on that assumption. We have a population mean $\mu = $2.62 and a standard deviation $\sigma = 0.21$. Our sample size is $N = 100$, and the sample mean is $3.05$. We can assume that the distribution of means of all possible samples of size $N = 100$ drawn from this distribution would be approximately normal, with a mean of $2.32$ and a standard deviation of

$$\sigma_r = \frac{0.21}{\sqrt{100}} = 0.02$$

This sampling distribution is shown in Figure 8.1. Also shown in Figure 8.1 is the mean gas price we observed for our sample of California gas stations.

Because this distribution of sample means is normal, we can use Appendix B to determine the probability of drawing a sample mean of $3.05$ or higher from this population. We will translate our sample mean into a $Z$-score so that we can determine its location relative to the population mean. In Chapter 5, we learned how to translate a raw score into a $Z$ score by using Formula 5.1:

$$Z = \frac{Y - \bar{F}}{s}$$

Because we are dealing with a sampling distribution in which our raw score is $Y$ (the mean), and the standard deviation (standard error) is $\sigma / \sqrt{N}$, we need to modify the formula somewhat:

$$Z = \frac{\bar{F} - \mu_Y}{\sigma / \sqrt{N}}$$

(8.1)

Converting the sample mean to a $Z$-score equivalent is called computing the test statistic. The $Z$ value we obtain is called the $Z$ statistic (obtained). The obtained $Z$ gives us the number of standard deviations (standard errors) that our sample is from the hypothesized value ($\mu$ or $\mu_Y$), assuming the null hypothesis is true. For our example, the obtained $Z$ is

$$Z = \frac{3.05 - 2.62}{0.21 / \sqrt{100}} = \frac{0.43}{0.02} = 21.50$$

Before we determine the probability of our obtained $Z$ statistic, let’s determine whether it is consistent with our research hypothesis. Recall that we defined our research hypothesis as a right-tailed test ($\mu > $2.62), predicting that the difference would be assessed on the right tail of the sampling distribution. The positive value of our obtained $Z$ statistic confirms that we will be evaluating the difference on the right tail. (If we had a negative obtained $Z$, it would mean the difference would have to be evaluated at the left tail of the distribution, contrary to our research hypothesis.)
To determine the probability of observing a $Z$ value of 21.50, assuming that the null hypothesis is true, look up the value in Appendix B to find the area to the right of (above) the $Z$ of 21.50. Our calculated $Z$ value is not listed in Appendix B, so we'll need to rely on the last $Z$ value reported in the table, 4.00. Recall from Chapter 5, where we calculated $Z$ scores and their probability, that the $Z$ values are located in column A. The $p$ value is the probability to the right of the obtained $Z$, or the “area beyond $Z$” in column C. This area includes the proportion of all sample means that are $3.05$ or higher. The proportion is less than $0.0001$ (Figure 8.2). This value is the probability of getting a result as extreme as the sample result if the null hypothesis is true; it is symbolized as $p$. Thus, for our example, $p \leq 0.0001$.

A $p$ value can be defined as the probability associated with the obtained value of $Z$. It is a measure of how unusual or rare our obtained statistic is compared with what is stated in our null hypothesis. The smaller the $p$ value, the more evidence we have that the null hypothesis should be rejected in favor of the research hypothesis. The larger the $p$ value, we can assume that the null hypothesis is true and fail to reject it. Based on the $p$ value, we can also make a statement regarding the significance of the results. A result is deemed “statistically significant” if the probability is less than or equal to the alpha level.

Researchers usually define in advance what a sufficiently improbable $Z$ value is by specifying a cutoff point below which $p$ must fall to reject the null hypothesis. This cutoff point, called alpha and denoted by the Greek letter $\alpha$, is customarily set at the .05, .01, or .001 level. Let’s say that we decide to reject the null hypothesis if $p \leq .05$. The value .05 is referred to as alpha ($\alpha$); it defines for us what result is sufficiently improbable to allow us to take the risk and reject the null hypothesis. An alpha ($\alpha$) of .05 means that even if the obtained $Z$ statistic is due to sampling error, so that the null hypothesis is true, we would allow a 5% risk of rejecting it. Alpha values of .01 and .001 are more cautionary levels of risk. The difference between $p$ and alpha is that $p$ is the actual probability associated with the obtained value of $Z$, whereas alpha is the level of probability determined in advance at which the null hypothesis is rejected. The null hypothesis is rejected when $p \leq \alpha$.

We have already determined that our obtained $Z$ has a probability value less than .0001. Since our observed $p$ is less than .05 ($p = 0.0001 < \alpha = 0.05$), we reject the null hypothesis. The value of .0001 means that fewer than 1 out of 10,000 samples drawn from this population
are likely to have a mean that is $21.50 Z$ scores above the hypothesized mean of $3.05$. Another way to say it is as follows: There is only 1 chance out of 10,000 (or .0001%) that we would draw a random sample with a $Z \geq 21.50$ if the mean price of California gas were equal to the national mean price. We can state that the difference between the average price of gas in California and nationally is statistically significant at the .05 level, or specify the level of significance by saying that the level of significance is less than .0001. For more about significance, refer to A Closer Look 8.1.

Recall that our hypothesis was a one-tailed test ($\mu > $2.62). In a two-tailed test, sample outcomes may be located at both the higher and the lower ends of the sampling distribution. Thus, the null hypothesis will be rejected if our sample outcome falls either at the left or right tail of the sampling distribution. For instance, a .05 alpha or $p$ level means that $H_0$ will be rejected if our sample outcome falls among either the lowest or the highest 5% of the sampling distribution.

Suppose we had expressed our research hypothesis about the mean price of gas as

$$H_1: \mu \neq $2.62$$

The null hypothesis to be directly tested still takes the form $H_0: \mu = $2.62 and our obtained $Z$ is calculated using the same formula (Formula 8.1) as was used with a one-tailed test. To find $p$ for a two-tailed test, look up the area in column C of Appendix B that corresponds to your obtained $Z$ (as we did earlier) and then multiply it by 2 to obtain the two-tailed probability. Thus, the two-tailed $p$ value for $Z = 21.50$ is $.0001 \times 2 = .0002$. This probability is less than our stated alpha (.05), and thus, we reject the null hypothesis.

**More About Significance**

Just because a relationship between two variables is statistically significant does not mean that the relationship is important theoretically or practically. Recall that we are relying on information from a sample to infer characteristics about the population. If you decide to reject the null hypothesis, you must still determine what inferences you can make about the population. Ronald Wasserstein and Nicole Lazar (2016) advise, “Researchers should bring many contextual factors into play to derive scientific inferences, including the design of a study, the quality of the measurements, the external evidence for the phenomenon under study, and the validity of assumptions that underlies the data analysis.” Indeed, determining significance is just one part of the research process.

The application of hypothesis testing and significance presented in this text reflects how our discipline currently uses and reports hypothesis testing. Yet scholars and statisticians have expressed concern about reducing scientific inquiry to the pursuit of single measure; that is to say, the only result that matters is when $p < .05$ or some arbitrary level of significance. According to demographer Jan Hoem (2008), “The scientific importance of an empirical finding depends much more on its contribution to the development or falsification of a substantive theory than on the values of indicators of statistical significance.” Many have argued how hypothesis testing is problematic because it fails to provide definitive evidence about the existence of real relationships in the data. Despite these criticisms, hypothesis testing remains the primary model by which we derive statistical inference. Several academic journals have adopted new standards for data (e.g., eliminating $p$ values, reporting nonsignificant findings along with significant ones), in hopes of improving the quality and integrity of research.
THE FIVE STEPS IN HYPOTHESIS TESTING: A SUMMARY

Statistical hypothesis testing can be organized into five basic steps. Let’s summarize these steps:

1. Making assumptions
2. Stating the research and null hypotheses and selecting alpha
3. Selecting the sampling distribution and specifying the test statistic
4. Computing the test statistic
5. Making a decision and interpreting the results

1. Making Assumptions: Statistical hypothesis testing involves making several assumptions regarding the level of measurement of the variable, the method of sampling, the shape of the population distribution, and the sample size. In our example, we made the following assumptions:
   - A random sample was used.
   - The variable price per gallon is measured on an interval-ratio level of measurement.
   - Because \( N > 50 \), the assumption of normal population is not required.

2. Stating the Research and Null Hypotheses and Selecting Alpha: The substantive hypothesis is called the research hypothesis and is symbolized as \( H_1 \). Research hypotheses are always expressed in terms of population parameters because we are interested in making statements about population parameters based on sample statistics. Our research hypothesis was
   \[ H_1: \mu > \$2.62 \]
   The null hypothesis, symbolized as \( H_0 \), contradicts the research hypothesis in a statement of no difference between the population mean and our hypothesized value. For our example, the null hypothesis was stated symbolically as
   \[ H_0: \mu = \$2.62 \]
   We set alpha at .05, meaning that we would reject the null hypothesis if the probability of our obtained \( Z \) was less than or equal to .05.

3. Selecting the Sampling Distribution and Specifying the Test Statistic: The normal distribution and the \( Z \) statistic are used to test the null hypothesis.

4. Computing the Test Statistic: Based on Formula 8.1, our \( Z \) statistic is 21.50.

5. Making a Decision and Interpreting the Results: We confirm that our obtained \( Z \) is on the right tail of the distribution, consistent with our research hypothesis. We determine that the \( p \) value of 21.50 is less than .0001, lower than our .05 alpha level. We have evidence
to reject the null hypothesis of no difference between the mean price of California gas and the mean price of gas nationally. Based on these data, we conclude that the average price of California gas is significantly higher than the national average.

**ERRORS IN HYPOTHESIS TESTING**

We should emphasize that because our conclusion is based on sample data, we will never really know if the null hypothesis is true or false. In fact, as we have seen, there is a 0.01% chance that the null hypothesis is true and that we are making an error by rejecting it.

The null hypothesis can be either true or false, and in either case, it can be rejected or not rejected. If the null hypothesis is true and we reject it nonetheless, we are making an incorrect decision. This type of error is called a **Type I error**. Conversely, if the null hypothesis is false but we fail to reject it, this incorrect decision is a **Type II error**.

In Table 8.1, we show the relationship between the two types of errors and the decisions we make regarding the null hypothesis. The probability of a Type I error—rejecting a true hypothesis—is equal to the chosen alpha level. For example, when we set alpha at the .05 level, we know that the probability that the null hypothesis is in fact true is .05 (or 5%).

We can control the risk of rejecting a true hypothesis by manipulating alpha. For example, by setting alpha at .01, we are reducing the risk of making a Type I error to 1%. Unfortunately, however, Type I and Type II errors are inversely related; thus, by reducing alpha and lowering the risk of making a Type I error, we are increasing the risk of making a Type II error (Table 8.1).

As long as we base our decisions on sample statistics and not population parameters, we have to accept a degree of uncertainty as part of the process of statistical inference.

<table>
<thead>
<tr>
<th>Table 8.1</th>
<th>Type I and Type II Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Made</td>
<td>True State of Affairs</td>
</tr>
<tr>
<td></td>
<td>$H_0$ Is True</td>
</tr>
<tr>
<td>Reject $H_0$</td>
<td>Type I error ($\alpha$)</td>
</tr>
<tr>
<td>Do not reject $H_0$</td>
<td>Correct decision</td>
</tr>
</tbody>
</table>

**LEARNING CHECK 8.1**

The implications of research findings are not created equal. For example, researchers might hypothesize that eating spinach increases the strength of weightlifters. Little harm will be done if the null hypothesis that eating spinach has no effect on the strength of weightlifters is rejected in error. The researchers would most likely be willing to risk a high probability of a Type I error, and all weightlifters would eat spinach. However, when the implications of research have important consequences (funding of social programs or medical testing), the balancing act between Type I and Type II errors becomes more important. Can you think of some examples where researchers would want to minimize Type I errors? When might they want to minimize Type II errors?
The *t* Statistic and Estimating the Standard Error

The *Z* statistic we have calculated (Formula 8.1) to test the hypothesis involving a sample of California gas stations assumes that the population standard deviation (σ) is known. The value of σ is required to calculate the standard error:

\[ \sigma / \sqrt{N} \]

In most situations, σ will not be known, and we will need to estimate it using the sample standard deviation \( s \). We then use the *t* statistic instead of the *Z* statistic to test the null hypothesis. The formula for computing the *t* statistic is

\[ t = \frac{\bar{Y} - \mu}{s / \sqrt{N}} \]  

(8.2)

The *t* value we calculate is called the *t* statistic (obtained). The obtained *t* represents the number of standard deviation units (or standard error units) that our sample mean is from the hypothesized value of μ, assuming that the null hypothesis is true.

The *t* Distribution and Degrees of Freedom

To understand the *t* statistic, we should first be familiar with its distribution. The *t* distribution is actually a family of curves, each determined by its degrees of freedom. The concept of degrees of freedom is used in calculating several statistics, including the *t* statistic. The degrees of freedom (df) represent the number of scores that are free to vary in calculating each statistic.

To calculate the degrees of freedom, we must know the sample size and whether there are any restrictions in calculating that statistic. The number of restrictions is then subtracted from the sample size to determine the degrees of freedom. When calculating the *t* statistic for a one-sample test, we start with the sample size \( N \) and lose 1 degree of freedom for the population standard deviation we estimate.\(^6\) Note that the degrees of freedom will increase as the sample size increases. In the case of a single-sample mean, the df is calculated as follows:

\[ df = N - 1 \]  

(8.3)

Comparing the *t* and *Z* Statistics

Notice the similarities between the formulas for the *t* and *Z* statistics. The only apparent difference is in the denominator. The denominator of *Z* is the standard error based on the population standard deviation σ. For the denominator of *t*, we replace σ / \( N \) with \( s / \sqrt{N} \); the estimated standard error based on the sample standard deviation.

However, there is another important difference between the *Z* and *t* statistics: Because it is estimated from sample data, the denominator of the *t* statistic is subject to sampling error. The sampling distribution of the test statistic is not normal, and the standard normal distribution cannot be used to determine probabilities associated with it.

In Figure 8.3, we present the *t* distribution for several df. Like the standard normal distribution, the *t* distribution is bell shaped. The *t* statistic, similar to the *Z* statistic, can have positive and negative values. A positive *t* statistic corresponds to the right tail of the
distribution; a negative value corresponds to the left tail. Note that when the \( df \) is small, the \( t \) distribution is much flatter than the normal curve. But as the degrees of freedom increases, the shape of the \( t \) distribution gets closer to the normal distribution, until the two are almost identical when \( df \) is greater than 120.

Appendix C summarizes the \( t \) distribution. Note that the \( t \) table differs from the normal \((Z)\) table in several ways. First, the column on the left side of the table shows the degrees of freedom. The \( t \) statistic will vary depending on the degrees of freedom, which must first be computed \((df = N - 1)\). Second, the probabilities or alpha, denoted as significance levels, are arrayed across the top of the table in two rows, the first for a one-tailed and the second for a two-tailed test. Finally, the values of \( t \), listed as the entries of this table, are a function of (a) the degrees of freedom, (b) the level of significance (or probability), and (c) whether the test is a one- or a two-tailed test.

To illustrate the use of this table, let’s determine the probability of observing a \( t \) value of 2.021 with 40 degrees of freedom and a two-tailed test. Locating the proper row \((df = 40)\) and column (two-tailed test), we find the \( t \) statistic of 2.021 corresponding to the .05 level of significance. Restated, we can say that the probability of obtaining a \( t \) statistic of 2.021 is .05, or that there are fewer than 5 chances out of 100 that we would have drawn a random sample with an obtained \( t \) of 2.021 if the null hypothesis were correct.

**HYPOTHESIS TESTING WITH ONE SAMPLE AND POPULATION VARIANCE UNKNOWN**

To illustrate the application of the \( t \) statistic, let’s test a two-tailed hypothesis about a population mean \( \mu \). Let’s say we drew a random sample of 280 white females who worked full-time in 2017. We found their mean earnings to be $45,785, with a standard deviation,
$s = $25,563. Based on data from the U.S. Census Bureau, we also know that the 2017 mean earnings for all full-time working women was $\mu = $41,977. However, we do not know the value of the population standard deviation. We want to determine whether the sample of white women was representative of the population of all full-time women workers in 2017. Although we suspect that white American women experienced a relative advantage in earnings, we are not sure enough to predict that their earnings were indeed higher than the earnings of all women nationally. Therefore, the statistical test is two-tailed.

Let’s apply the five-step model to test the hypothesis that the average earnings of white women differed from the average earnings of all women working full-time in the United States in 2017.

1. **Making Assumptions:** Our assumptions are as follows:
   - A random sample is selected.
   - Because $N > 50$, the assumption of normal population is not required.
   - The level of measurement of the variable income is interval ratio.

2. **Stating the Research and the Null Hypotheses and Selecting Alpha:** The research hypothesis is

   \[ H_1: \mu > $41,977 \]

   and the null hypothesis is

   \[ H_0: \mu > $41,977 \]

   We’ll set alpha at .05, meaning that we will reject the null hypothesis if the probability of our obtained statistic is less than or equal to .05.

3. **Selecting the Sampling Distribution and Specifying the Test Statistic:** We use the \( t \) distribution and the \( t \) statistic to test the null hypothesis.

4. **Computing the Test Statistic:** We first calculate the \( df \) associated with our test:

   \[ df = (N - 1) = (280 - 1) = 279 \]

   To evaluate the probability of obtaining a sample mean of $45,785, assuming the average earnings of white women were equal to the national average of $41,977, we need to calculate the obtained \( t \) statistic by using Formula 8.2:

   \[
   t = \frac{\bar{y} - \mu}{s / \sqrt{N}} = \frac{45,785 - 41,977}{25,563 / \sqrt{280}} = \frac{3,808}{1,527.68} = 2.49
   \]

5. **Making a Decision and Interpreting the Results:** Given our research hypothesis, we will conduct a two-tailed test. To determine the probability of observing a \( t \) value of 2.49 with 279 degrees of freedom, let’s refer to Appendix C. From the first column, we can see that 279 degrees of freedom is not listed, so we’ll have to use the last row, \( df = \infty \), to assess the significance of our obtained \( t \) statistic.
Our obtained $t$ statistic of 2.49 is not listed in the last row. It is greater than 2.326 ($t$ critical for .01 one-tailed test) but less than 2.576 ($t$ critical for .005 one-tailed test). The probability of obtaining a $t$ of 2.49 can be estimated as being less than .01 but greater than .005 (.01 > $p$ > .005), leading to the conclusion that we reject the null hypothesis. The average income for our sample is significantly higher than the national average income.

HYPOTHESIS TESTING WITH TWO SAMPLE MEANS

The two examples that we reviewed at the beginning of this chapter dealt with data from one sample compared with data from the population. In practice, social scientists are often more interested in situations involving two (sample) parameters than those involving one, such as the differences between men and women, Democrats and Republicans, whites and nonwhites, or high school or college graduates. Specifically, we may be interested in finding out whether the average years of education for one racial/ethnic group is the same, lower, or higher than another group.

U.S. data on educational attainment reveal that Asians and Pacific Islanders have more years of education than any other racial/ethnic groups; this includes the percentage of those earning a high school degree or higher or a college degree or higher. Although years of education have steadily increased for blacks and Hispanics since 1990, their numbers remain behind Asians and Pacific Islanders and whites.

Using data from the 2018 General Social Survey (GSS), we examine the difference in white and black educational attainment. From the GSS sample, white respondents reported an average of 14.00 years of education and blacks an average of 13.57 years, as shown in Table 8.2. These sample averages could mean either (a) the average number of years of education for whites is higher than the average for blacks or (b) the average for whites is actually about the same as for blacks, but our sample just happens to indicate a higher average for whites. What we are applying here is a bivariate analysis (for more information, refer to Chapter 9), a method to detect and describe the relationship between two variables—race/ethnicity and educational attainment.

The statistical procedures discussed in the following sections allow us to test whether the differences that we observe between two samples are large enough for us to conclude that the populations from which these samples are drawn are different as well. We present tests for the significance of the differences between two groups. Primarily, we consider differences between sample means and differences between sample proportions.

<table>
<thead>
<tr>
<th>Table 8.2 Years of Education for White and Black Men and Women, GSS 2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Standard deviation</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>N</td>
</tr>
</tbody>
</table>
Hypothesis testing with two samples follows the same structure as for one-sample tests: The assumptions of the test are stated, the research and null hypotheses are formulated and the alpha level selected, the sampling distribution and the test statistic are specified, the test statistic is computed, and a decision is made whether or not to reject the null hypothesis.

**The Assumption of Independent Samples**

One important difference between one- and two-sample hypothesis testing involves sampling procedures. With a two-sample case, we assume that the samples are independent of each other. The choice of sample members from one population has no effect on the choice of sample members from the second population. In our comparison of whites and blacks, we are assuming that the selection of whites is independent of the selection of black individuals. (The requirement of independence is also satisfied by selecting one sample randomly, then dividing the sample into appropriate subgroups. For example, we could randomly select a sample and then divide it into groups based on gender, religion, income, or any other attribute that we are interested in.)

**Stating the Research and Null Hypotheses**

The second difference between one- and two-sample tests is in the form taken by the research and the null hypotheses. In one-sample tests, both the null and the research hypotheses are statements about a single population parameter, \( \mu \). In contrast, with two-sample tests, we compare two population parameters.

Our research hypothesis \( (H_1) \) is that the average years of education for whites is not equal to the average years of education for black respondents. We are stating a hypothesis about the relationship between race/ethnicity and education in the general population by comparing the mean educational attainment of whites with the mean educational attainment of blacks. Symbolically, we use \( \mu \) to represent the population mean; the subscript 1 refers to our first sample (whites) and subscript 2 to our second sample (blacks). Our research hypothesis can then be expressed as

\[
H_1: \mu_1 \neq \mu_2
\]

Because \( H_1 \) specifies that the mean education for whites is not equal to the mean education for blacks, it is a nondirectional hypothesis. Thus, our test will be a two-tailed test. Alternatively, if there were sufficient basis for deciding which population mean score is larger (or smaller), the research hypothesis for our test would be a one-tailed test:

\[
H_1: \mu_1 < \mu_2 \text{ or } H_1: \mu_1 > \mu_2
\]

In either case, the null hypothesis states that there are no differences between the two population means:

\[
H_0: \mu_1 = \mu_2
\]

We are interested in finding evidence to reject the null hypothesis of no difference so that we have sufficient support for our research hypothesis.
LEARNING CHECK 8.2

For the following research situations, state your research and null hypotheses:

- There is a difference between the mean statistics grades of social science majors and the mean statistics grades of business majors.
- The average number of children in two-parent black families is lower than the average number of children in two-parent nonblack families.
- Grade point averages are higher among girls who participate in organized sports than among girls who do not.

THE SAMPLING DISTRIBUTION OF THE DIFFERENCE BETWEEN MEANS

The sampling distribution allows us to compare our sample results with all possible sample outcomes and estimate the likelihood of their occurrence. Tests about differences between two sample means are based on the sampling distribution of the difference between means. The sampling distribution of the difference between two sample means is a theoretical probability distribution that would be obtained by calculating all the possible mean differences by drawing all possible independent random samples of size \( N_1 \) and \( N_2 \) from two populations.

The properties of the sampling distribution of the difference between two sample means are determined by a corollary to the central limit theorem. This theorem assumes that our samples are independently drawn from normal populations, but that with sufficient sample size (\( N_1 > 50, N_2 > 50 \)), the sampling distribution of the difference between means will be approximately normal, even if the original populations are not normal. This sampling distribution has a mean \( \mu_{Y_1 - Y_2} \) and a standard deviation (standard error)

\[
\sigma_{Y_1 - Y_2} = \sqrt{\frac{\sigma_1^2}{N_1} + \frac{\sigma_2^2}{N_2}}
\]

which is based on the variances in each of the two populations (\( \sigma_1^2 \) and \( \sigma_2^2 \)).

Estimating the Standard Error

Formula 8.4 assumes that the population variances are known and that we can calculate the standard error \( \sigma_{Y_1 - Y_2} \) (the standard deviation of the sampling distribution). However, in most situations, the only data we have are based on sample data, and we do not know the true value of the population variances, \( \sigma_1^2 \) and \( \sigma_2^2 \). Thus, we need to estimate the standard error from the sample variances, \( s_1^2 \) and \( s_2^2 \). The estimated standard error of the difference between means is symbolized as \( s_{Y_1 - Y_2} \) (instead of \( \sigma_{Y_1 - Y_2} \)).
Calculating the Estimated Standard Error

When we can assume that the two population variances are equal, we combine information from the two sample variances to calculate the estimated standard error.

\[
S_{\bar{Y}_1 - \bar{Y}_2} = \sqrt{\frac{(N_1 - 1)s_1^2 + (N_2 - 1)s_2^2}{(N_1 + N_2) - 2}} \sqrt{\frac{N_1 + N_2}{N_1N_2}}
\]  

(8.5)

where \( S_{\bar{Y}_1 - \bar{Y}_2} \) is the estimated standard error of the difference between means, and \( s_1^2 \) and \( s_2^2 \) are the variances of the two samples. As a rule of thumb, when either sample variance is more than twice as large as the other, we can no longer assume that the two population variances are equal and would need to use Formula 8.8.

The \( t \) Statistic

As with single sample means, we use the \( t \) distribution and the \( t \) statistic whenever we estimate the standard error for a difference between means test. The \( t \) value we calculate is the obtained \( t \). It represents the number of standard deviation units (or standard error units) that our mean difference \( \bar{Y}_1 - \bar{Y}_2 \) is from the hypothesized value of \( \mu_1 - \mu_2 \), assuming that the null hypothesis is true.

The formula for computing the \( t \) statistic for a difference between means test is

\[
t = \frac{\bar{Y}_1 - \bar{Y}_2}{S_{\bar{Y}_1 - \bar{Y}_2}}
\]  

(8.6)

where \( S_{\bar{Y}_1 - \bar{Y}_2} \) is the estimated standard error.

Calculating the Degrees of Freedom for a Difference Between Means Test

To use the \( t \) distribution for testing the difference between two sample means, we need to calculate the degrees of freedom. As we saw earlier, the degrees of freedom (\( df \)) represent the number of scores that are free to vary in calculating each statistic. When calculating the \( t \) statistic for the two-sample test, we lose 2 degrees of freedom, one for every population variance we estimate. When population variances are assumed to be equal or if the size of both samples is greater than 50, the \( df \) is calculated as follows:

\[
df = (N_1 + N_2) - 2
\]  

(8.7)

When we cannot assume that the population variances are equal and when the size of one or both samples is equal to or less than 50, we use Formula 8.9 to calculate the degrees of freedom.
THE FIVE STEPS IN HYPOTHESIS TESTING ABOUT DIFFERENCE BETWEEN MEANS: A SUMMARY

As with single-sample tests, statistical hypothesis testing involving two sample means can be organized into five steps.

1. **Making Assumptions:** In our example, we made the following assumptions:
   - Independent random samples are used.
   - The variable *years of education* is measured at an interval-ratio level of measurement.
   - Because $N_1 > 50$ and $N_2 > 50$, the assumption of normal population is not required.
   - The population variances are assumed to be equal.

2. **Stating the Research and Null Hypotheses and Selecting Alpha:** Our research hypothesis is that the mean education of whites is different from the mean education of blacks, indicating a two-tailed test. Symbolically, the research hypothesis is expressed as
   \[ H_1: \mu_1 \neq \mu_2 \]
   with $\mu_1$ representing the mean education of whites and $\mu_2$ the mean education of blacks. The null hypothesis states that there are no differences between the two population means, or
   \[ H_0: \mu_1 = \mu_2 \]

### Calculating the Estimated Standard Error and the Degrees of Freedom (df) When the Population Variances Are Assumed to Be Unequal

If the variances of the two samples ($s_1^2$ and $s_2^2$) are very different (one variance is twice as large as the other), the formula for the estimated standard error becomes

\[
S_{y_1-y_2} = \sqrt{\frac{s_1^2}{N_1} + \frac{s_2^2}{N_2}}
\]

(8.8)

When the population variances are unequal and the size of one or both samples is equal to or less than 50, we use another formula to calculate the degrees of freedom associated with the $t$ statistic:

\[
df = \frac{(s_1^2 / N_1 + s_2^2 / N_2)^2}{(1 / N_1 - 1)(s_1^2 / N_1)^2 + (1 / N_2 - 1)(s_2^2 / N_2)^2}
\]

(8.9)
We are interested in finding evidence to reject the null hypothesis of no difference so that we have sufficient support for our research hypothesis. We will reject the null hypothesis if the probability of \( t \) (obtained) is less than or equal to .05 (our alpha value).

3. **Selecting the Sampling Distribution and Specifying the Test Statistic:** The \( t \) distribution and the \( t \) statistic are used to test the significance of the difference between the two sample means.

4. **Computing the Test Statistic:** To test the null hypothesis about the differences between the mean education of whites and blacks, we need to translate the ratio of the observed differences to its standard error into a \( t \) statistic (based on data presented in Table 8.2). The obtained \( t \) statistic is calculated using Formula 8.6:

\[
t = \frac{\bar{Y}_1 - \bar{Y}_2}{S_{\bar{Y}_1 - \bar{Y}_2}}
\]

where \( S_{\bar{Y}_1 - \bar{Y}_2} \) is the estimated standard error of the sampling distribution. Because the population variances are assumed to be equal, \( df \) is \((N_1 + N_2) - 2 = (830 + 203) - 2 = 1,031 \) and we can combine information from the two sample variances to estimate the standard error (Formula 8.5):

\[
S_{\bar{Y}_1 - \bar{Y}_2} = \sqrt{\frac{(830-1)(2.86)^2 + (203-1)(2.37)^2}{830 + 203 - 2}} = \frac{830 + 203}{\sqrt{(830)(203)}} = (2.77)(.08) = .22
\]

We substitute this value into the denominator for the \( t \) statistic (Formula 8.6):

\[
t = \frac{14.00 - 13.57}{.22} = 1.95
\]

5. **Making a Decision and Interpreting the Results:** We confirm that our obtained \( t \) is on the right tail of the distribution. Since our obtained \( t \) statistic of 1.95 is less than \( t \) critical = 1.96 (\( df = \infty \), two tailed; see Appendix C), we can state that its probability is greater than .05. We fail to reject the null hypothesis of no difference between the educational attainment of whites and blacks.

---

**LEARNING CHECK 8.3**

Would you change your decision in the previous example if alpha was .01? Why or why not?

**STATISTICS IN PRACTICE: VAPE USE AMONG TEENS**

Administered annually since 1975, the Monitoring the Future (MTF) survey measures the extent of and beliefs regarding drug use among 8th, 10th, and 12th graders. Data collected from the MTF surveys have revealed decreases or stability in drug use among youths,
particularly for cigarettes, alcohol, marijuana, cocaine, and methamphetamine, although vaping (use of e-cigarettes) has been on the rise. According to Nora Volkow, director of the National Institute on Drug Abuse, “Teens are clearly attracted to the marketable technology and flavorings seen in vaping devices.”

Let’s examine data from the MTF 2017 survey, comparing frequency of lifetime vape use between black and white students. Lifetime vape use is measured on an ordinal scale: 1 = 0 occasions, 2 = 1–2 times, 3 = 3–5 times, 4 = 6–9 times, 5 = 10–19 times, 6 = 20–39 times, and 7 = 40+

We will rely on SPSS to calculate the t obtained for the data. We will not present the complete five-step model and t-test calculation because we want to focus here on interpreting the SPSS output. However, we will need a research hypothesis and an alpha level to guide our interpretation. SPSS always estimates a two-tailed test, namely, does the gap of −.83 (1.24 – 2.07) indicate a difference in lifetime vape use between black and white adolescents? We’ll set alpha at .05.

The output includes two tables. The Group Statistics table (Figure 8.4) presents descriptive statistics for each group. The survey results indicate that black students are less likely to have vaped nicotine in their lifetime than white students. The mean lifetime use for black students is 1.24 (closer to 0 occasions) and 2.07 (1–2 times) for white students.

In the second table (Figure 8.5), labeled Independent Samples Test, t statistics are presented for equal variances assumed (~9.478) and equal variances not assumed (~14.322). Both t-obtained statistics are negative, indicating that the average lifetime use for black students is lower than the average lifetime use for white students. To determine which t statistic to use, review the results of Levene’s test for equality of variances. Levene’s test (a calculation that we will not cover in this text) tests the null hypothesis that the population variances are equal. If the significance of the reported F statistic is equal to or less than .05 (the baseline alpha for Levene’s test), we can reject the null hypothesis that the variances are equal; if the significance is greater than .05, we fail to reject the null hypothesis. (In other words, if the significance for Levene’s test is greater than .05, refer to the t obtained for equal variances assumed; if the significance is less than .05, refer to the t obtained for equal variances not assumed.) Since the significance of F is .000 < .05, we reject the null hypothesis and conclude that the variances are not equal. Thus, the t obtained that we will use for this model is ~14.322 (the one corresponding to equal variances not assumed).

SPSS calculates the exact probability of the t obtained for a two-tailed test. There is no need to estimate it based on Appendix C (as we did in our previous example). The significance of ~14.322 is .000, which is less than our alpha level of .05. We reject the null hypothesis of no difference for lifetime vaping use between black and white students. On average, black students have vaped less in their lifetime than white students.
LEARNING CHECK 8.4

State the null and research hypothesis for this SPSS example. Would you change your decision in the previous example if alpha was .01? Why or why not?

HYPOTHESIS TESTING WITH TWO SAMPLE PROPORTIONS

In the preceding sections, we have learned how to test for the significance of the difference between two population means when the variable is measured at an interval-ratio level. Yet numerous variables in the social sciences are measured at a nominal or an ordinal level. These variables are often described in terms of proportions or percentages. For example, we might be interested in comparing the proportion of those who support immigrant policy reform among Hispanics and non-Hispanics or the proportion of men and women who supported the Democratic candidate during the last presidential election. In this section, we present statistical inference techniques to test for significant differences between two sample proportions.

Hypothesis testing with two sample proportions follows the same structure as the statistical tests presented earlier: The assumptions of the test are stated, the research and null hypotheses are formulated, the sampling distribution and the test statistic are specified, the test statistic is calculated, and a decision is made whether or not to reject the null hypothesis.

In 2013, the Pew Research Center\(^\text{10}\) presented a comparison of first-generation Americans (immigrants who were foreign born) and second-generation Americans (adults who have at least one immigrant parent) on several key demographic variables. Based on several measures of success, the Center documented social mobility between the generations, confirming that second-generation Americans were doing better than the first-generation Americans. The statistical question we examine here is whether the difference between the generations is significant.

For example, according to the Center's report, the proportion of first-generation Hispanic Americans who earned a bachelor's degree or higher was 0.11 (\(p_1\)); the proportion of second-generation Hispanic Americans with the same response was 0.21 (\(p_2\)). A total of 899 first-generation Hispanic Americans (\(N_1\)) and 351 second-generation Hispanic Americans (\(N_2\)) answered this question. We use the five-step model to determine whether the difference between the two proportions is significant.
1. **Making Assumptions:** Our assumptions are as follows:
   - Independent random samples of $N_1 > 50$ and $N_2 > 50$ are used.
   - The level of measurement of the variable is nominal.

2. **Stating the Research and Null Hypotheses and Selecting Alpha:** We propose a two-tailed test that the population proportions for first-generation and second-generation Hispanic Americans are not equal.

   \[
   H_i: \pi_1 \neq \pi_2 \\
   H_o: \pi_1 = \pi_2
   \]

   We decide to set alpha at .05.

3. **Selecting the Sampling Distribution and Specifying the Test Statistic:** The population distributions of dichotomies are not normal. However, based on the central limit theorem, we know that the sampling distribution of the difference between sample proportions is normally distributed when the sample size is large (when $N_1 > 50$ and $N_2 > 50$), with mean $\mu_{\pi_1 - \pi_2}$ and the estimated standard error $S_{\pi_1 - \pi_2}$. Therefore, we can use the normal distribution as the sampling distribution, and we can calculate $Z$ as the test statistic.\(^\text{11}\)

   The formula for computing the $Z$ statistic for a difference between proportions test is

   \[
   Z = \frac{p_1 - p_2}{S_{\pi_1 - \pi_2}} \tag{8.10}
   \]

   where $p_1$ and $p_2$ are the sample proportions for first- and second-generation Hispanic Americans, and $S_{\pi_1 - \pi_2}$ is the estimated standard error of the sampling distribution of the difference between sample proportions.

   The estimated standard error is calculated using the following formula:

   \[
   S_{\pi_1 - \pi_2} = \sqrt{\frac{p_1(1-p_1)}{N_1} + \frac{p_2(1-p_2)}{N_2}} \tag{8.11}
   \]

4. **Calculating the Test Statistic:** We calculate the standard error using Formula 8.11:

   \[
   S_{\pi_1 - \pi_2} = \sqrt{\frac{0.11(1-0.11)}{899} + \frac{0.21(1-0.21)}{351}} = \sqrt{0.000581547} = 0.02
   \]

   Substituting this value into the denominator of Formula 8.10, we get

   \[
   Z = \frac{0.11 - 0.21}{0.02} = -5.00
   \]

5. **Making a Decision and Interpreting the Results:** Our obtained $Z$ of $-5.00$ indicates that the difference between the two proportions will be evaluated at the left tail (the negative side) of the $Z$ distribution. To determine the probability of observing a $Z$ value of $-5.00$ if the null hypothesis is true, look up the value in Appendix B (column C) to find the area to the right of (above) the obtained $Z$.\(^\text{11}\)
Note that a $Z$ score of 5.00 is not listed in Appendix B; however, the value exceeds the largest $Z$ reported in the table, 4.00. The $p$ value corresponding to a $Z$ score of −5.00 would be less than .0001. For a two-tailed test, we’ll have to multiply $p$ by 2 (.0001 × 2 = .0002). If this were a one-tailed test, we would not have to multiply the $p$ value by 2. The probability of −5.00 for a two-tailed test is less than our alpha level of .05 (.0002 < .05).

Thus, we reject the null hypothesis of no difference. Based on the Pew Research data, we conclude that there is a significantly higher proportion of college graduates among second-generation Hispanic Americans compared with first-generation Hispanic Americans.

### LEARNING CHECK 8.5

If alpha was changed to .01, two-tailed test, would your final decision change? Explain.

We continue our analysis of the 2013 Pew Research Center data, this time examining the difference in educational attainment between first- and second-generation Asian Americans presented in Table 8.3. Our research hypothesis is whether there is a lower proportion of college graduates among first-generation Asian Americans than second-generation Asian Americans, indicating a one-tailed test. We’ll set alpha at .05.

| Table 8.3 Proportion of College Graduates Among First-Generation and Second-Generation Asian Americans |
|--------------------------------------------------|--|
| First-Generation Asian Americans                  | Second-Generation Asian Americans |
| $p_1 = .50$                                         | $p_2 = .55$                        |
| $N_1 = 2,684$                                      | $N_2 = 566$                        |


The final calculation for $Z$ is

$$Z = \frac{.50 - .55}{.02} = -2.50$$

The one-tailed probability of −2.50 is .0062. Comparing .0062 to our alpha, we reject the null hypothesis of no difference. We conclude that a significantly higher proportion of second-generation Asian Americans (55%) have a bachelor’s degree or higher compared with first-generation Asian Americans (50%). The 5% difference is significant at the .05 level.

### LEARNING CHECK 8.6

If alpha was changed to .01, one-tailed test, would your final decision change? Explain.
READING THE RESEARCH LITERATURE: REPORTING THE RESULTS OF HYPOTHESIS TESTING

Let’s conclude with an example of how the results of statistical hypothesis testing are presented in the social science research literature. Keep in mind that the research literature does not follow the same format or the degree of detail that we’ve presented in this chapter. For example, most research articles do not include a formal discussion of the null hypothesis or the sampling distribution. The presentation of statistical analyses and detail will vary according to the journal’s editorial policy or the standard format for the discipline.

It is not uncommon for a single research article to include the results of multiple statistical tests. Results have to be presented succinctly and in summary form. An author’s findings are usually presented in a summary table that may include the sample statistics (e.g., the sample means), the obtained test statistics (t or Z), the p level, and an indication of whether or not the results are statistically significant.

Robert Emmet Jones and Shirley A. Rainey (2006) examined the relationship between race, environmental attitudes, and perceptions about environmental health and justice. They examined the relationship between race, environmental attitudes, and perceptions about environmental health and justice. Researchers have documented how people of color and the poor are more likely than whites and more affluent groups to live in areas with poor environmental quality and protection, exposing them to greater health risks. Yet little is known about how this disproportional exposure and risk are perceived by those affected. Jones and Rainey studied black and white residents from the Red River community in Tennessee, collecting data from interviews and a mail survey during 2001 to 2003.

They created a series of index scales measuring residents’ attitudes pertaining to environmental problems and issues. The Environmental Concern (EC) Index measures public concern for specific environmental problems in the neighborhood. It includes questions on drinking water quality, landfills, loss of trees, lead paint and poisoning, the condition of green areas, and stream and river conditions. EC-II measures public concern (very unconcerned to very concerned) for the overall environmental quality in the neighborhood. EC-III measures the seriousness (not serious at all to very serious) of environmental problems in the neighborhood. Higher scores on all EC indicators indicate greater concern for environmental problems in their neighborhood. The Environmental Health (EH) Index measures public perceptions of certain physical side effects, such as headaches, nervous disorders, significant weight loss or gain, skin rashes, and breathing problems. The EH Index measures the likelihood (very unlikely to very likely) that the person believes that he or she or a household member experienced health problems due to exposure to environmental contaminants in his or her neighborhood. Higher EH scores reflect a greater likelihood that respondents believe that they have experienced health problems from exposure to environmental contaminants. Finally, the Environmental Justice (EJ) Index measures public perceptions about environmental justice, measuring the extent to which they agreed (or disagreed) that public officials had informed residents about environmental problems, enforced environmental laws, or held meetings to address residents’ concerns. A higher mean EJ score indicates a greater likelihood that respondents think public officials failed to deal with environmental problems in their neighborhood. Index score comparisons between black and white respondents are presented in Table 8.4.
Table 8.4  Environmental Concern (EC), Environmental Health (EH), and Environmental Justice (EJ)

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Group</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>t</th>
<th>Significance (One-Tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC Index</td>
<td>Blacks</td>
<td>56.2</td>
<td>13.7</td>
<td>6.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Whites</td>
<td>42.6</td>
<td>15.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC-II</td>
<td>Blacks</td>
<td>4.4</td>
<td>1.0</td>
<td>5.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Whites</td>
<td>3.5</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC-III</td>
<td>Blacks</td>
<td>3.4</td>
<td>1.1</td>
<td>6.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Whites</td>
<td>2.3</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EH Index</td>
<td>Blacks</td>
<td>23.0</td>
<td>10.5</td>
<td>5.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Whites</td>
<td>16.0</td>
<td>7.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EJ Index</td>
<td>Blacks</td>
<td>31.0</td>
<td>7.3</td>
<td>3.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Whites</td>
<td>27.2</td>
<td>6.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Note: N = 78 blacks, 113 whites.

LEARNING CHECK 8.7

Based on Table 8.4, what would be the t critical at the .05 level for the first indicator, EC Index? Assume a two-tailed test.

Let’s examine the table carefully. Each row represents a single index measurement, reporting means and standard deviations separately for black and white residents. Obtained t-test statistics are reported in the second to last column. The probability of each t test is reported in the last column (p < .001), indicating a significant difference in responses between the two groups. All index score comparisons are significant at the .001 level. (Note: Researchers will use “n.s.” to indicate nonsignificant results.)

While not referring to specific differences in index scores or to t-test results, Jones and Rainey use data from this table to summarize the differences between black and white residents on the three environmental index measurements:

The results presented [in Table 1] suggest that as a group, Blacks are significantly more concerned than Whites about local environmental conditions (EC Index). . . . The results . . . also indicate that as a group, Blacks believe they have suffered more health problems from exposure to poor environmental conditions in their neighborhood than Whites (EH Index). . . . There is greater likelihood that Blacks feel local public agencies and officials failed to deal with environmental problems in their neighborhood in a fair, just, and effective manner (EJ Index).¹⁴
Stephanie Wood: Campus Visit Coordinator

At a Midwest liberal arts university, Stephanie coordinates the campus visit program for the Office of Admission, partnering with other university members (faculty, administrators, coaches, and alumni) to ensure that each prospective student visit is tailored to the student’s needs. Stephanie says her work allows her to “think both creatively and strategically in developing innovative and successful events while also providing the opportunity to mentor a group of over fifty college students.”

She explains how she uses statistical data and methods to improve the campus visit program. “Emphasis is placed on analyzing the success of each event by tracking the number of campus visitors and event attendees who progress further through the enrollment funnel by later applying, being admitted, and eventually enrolling to the institution. Events that have high yield (a large number of attendees who later enroll) are duplicated while events with low yield are deconstructed and examined to discover what aspects factored in to the low yield. Variables examined typically include ambassador to student/family ratios, number of students who met with faculty in their major of interest, number of student-athletes able to meet with athletics, university events occurring at competing universities on the same day, weather, and various other factors. After the analysis is complete, conclusions regarding the low yield are made and new strategies are developed to help combat the findings.”

Stephanie examines these variables on a daily basis. “I am constantly doing bivariate and multivariate analyses to ensure all events are contributing to increased enrollment across all student profiles.”

“Regardless of whether a student wants to work with statistics, it is likely they will have to, to some extent. I would advise students to look at statistics in a much simpler and less scary mind-set. Measuring office efficiencies, project successes, and understanding biases is incredibly important in a professional setting.”

**MAIN POINTS**

- Statistical hypothesis testing is a decision-making process that enables us to determine whether a particular sample result falls within a range that can occur by an acceptable level of chance. The process of statistical hypothesis testing consists of five steps: (1) making assumptions, (2) stating the research and null hypotheses and selecting alpha, (3) selecting a sampling distribution and a test statistic, (4) computing the test statistic, and (5) making a decision and interpreting the results.

- Statistical hypothesis testing may involve a comparison between a sample mean and a population mean or a comparison between two sample means. If we know the population variance(s) when testing for differences between means, we can use the Z statistic and the normal distribution. However, in practice, we are unlikely to have this information.

- When testing for differences between means when the population variance(s) are unknown, we use the t statistic and the t distribution.

- Tests involving differences between proportions follow the same procedure as tests for differences between means when population variances are known. The test statistic is Z, and the sampling distribution is approximated by the normal distribution.
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SPSS DEMONSTRATIONS [GSS18SSDS-A]

Demonstration 1: Producing a One-Sample t Test

In this chapter, we discussed methods of testing differences in means between a sample and a population value. SPSS includes a One-Sample T Test procedure to do this test. SPSS does not compute the test with the Z statistic; instead, it uses the t statistic to test for all mean differences. The One-Sample T Test procedure can be found under the Analyze menu choice, then under Compare Means, where it is labeled One-Sample T Test. The opening dialog box (Figure 8.6) requires that you place at least one variable in the Test Variable(s) box. Then a test value must be specified.

We’ll use the GSS18SSDS-A data set for this demonstration. The standard workweek is thought to be 40 hours, so let’s test to see whether American adults work that many hours each week. In this example, place HRS1 in the Test Variable(s) box and “40” in the Test Value box. Then click on OK to run the procedure.

The output from the One-Sample T Test procedure is not very extensive (see Figure 8.7). A total of 875 people answered the question about number of hours worked per week. The mean number of hours worked is 41.32, with a standard deviation of 15.277. Below this, SPSS lists the test value, 40. It includes the two-tailed significance, or probability, for the one-sample test. This value is .011, given the calculated t statistic of 2.554, with 874 degrees of freedom. Thus, at the .01 significance level, we would reject the null hypothesis and conclude that American adults work more than 40 hours per week.
SPSS also supplies a 95% confidence interval for the mean difference between the test value and the sample mean. Here, the confidence interval runs from 0.31 to 2.33, providing estimates of how much more than 40 hours per week Americans work.

**Demonstration 2: Producing a Test of Mean Differences**

In this chapter, we have also discussed methods of testing differences in means or proportions between two samples (or groups). The Two-Sample T Test procedure can be found under the Analyze menu choice, then under Compare Means, where it is labeled Independent-Samples T Test.

The opening dialog box requires that you specify various test variables (the dependent variable) and one independent or grouping variable (Figure 8.8). We'll test the null hypothesis that men and women work the same number of hours each week by using the variable HRS1. Place that variable in the Test Variable(s) box and SEX in the Grouping Variable box. When you do so, question marks appear next to SEX indicating that you must supply two values to define the two groups (independent samples). Click on Define Groups. Then put “1” in the first box and “2” in the second box (1 = male and 2 = female), as shown in Figure 8.9. Then click on Continue and OK to run the procedure.

**Figure 8.7 One-Sample T Test Output**

<table>
<thead>
<tr>
<th>One-Sample Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hours worked last week</td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>875</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>One-Sample Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Value = 40</td>
</tr>
<tr>
<td>Number of hours worked last week</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>874</td>
</tr>
</tbody>
</table>
The output from Independent-Samples T Test (Figure 8.10) is detailed and contains more information than we have reviewed in this chapter. The first part of the output displays the mean number of hours worked for males and females, the number of respondents in each group, the standard deviation, and the standard error of the mean. We see that males worked 7.36 hours more per week than females (45.02 – 37.66 = 7.36).

Earlier in the chapter, we reviewed Levene’s test and how to determine whether the variances of the two groups are equal. In this case, we reject the null hypothesis of equal variances (the significance of $F$ is .017 < .05 alpha). The $t$ obtained is 7.324 (equal variances not assumed) with a
probability of .000 (smaller than .05 or .01). We can reject the null hypothesis of no difference and conclude that men work significantly more hours per week than women. The difference of 7.36 hours is significant at the .000 level.

What if we wanted to do a one-tailed test instead? SPSS does not directly list the probability for a one-tailed test, but it is easy to calculate. If we had specified a directional research hypothesis—such as that men work more hours than women—we would simply take the probability reported by SPSS and divide it into half for a one-tailed test. Because the probability is so large in this case, our conclusion will be the same whether we do a one- or a two-tailed test.

The last portion of output on each line is the 95% confidence interval for the mean difference in hours worked between the two groups. (Confidence intervals were reviewed in Chapter 7.) It is helpful information when testing mean differences because the actual mean difference will vary from sample to sample. The 95% confidence interval gives us a range over which the sample mean differences are likely to vary.

**SPSS PROBLEMS [GSS18SSDS-A]**

S1. Use the GSS file to investigate whether or not Americans use the Internet at least 7 hours per week (estimating an hour per day). Perform the One Sample T Test procedure (as presented in SPSS Demonstration 1) to do this test with the variable WWWHR. Do the test at the .01 significance level. What did you find? Do Americans use the Internet 7 hours per week, more or less?

S2. The GSS includes a measure of highest educational degree completed (DEGREE). Test whether there is a significant difference between those with less than high school (coded 0) and those with a bachelor’s degree (coded 3) in the number of hours on the Internet per week (WWWHR). Assume $\alpha$ is .05 for a two-tailed test. Summarize your findings.

S3. Use the variable PRES16 as your independent or grouping variable (1 = Clinton and 2 = Trump). Investigate whether there is a significant difference between these two groups in terms of their age (AGE), education (EDUC), and number of children (CHILDS). Assume that $\alpha$ is .05 for a two-tailed test. Based on your analysis, write three Step 5–type statements summarizing your findings.

S4. For this analysis, use the variable BIBLE as your independent variable, comparing individuals who believe the Bible is the word of God (1) or a book of fables (3). Use the same dependent variables, AGE, EDUC, and CHILDS, to estimate $t$ tests. Assume $\alpha$ is .05 for a two-tailed test. Prepare a statement to summarize your findings.

**EXCEL DEMONSTRATIONS [GSS18SSDS-E]**

**Demonstration 1: A One-Sample T Test**

In this demonstration, we will use Excel to conduct a One-Sample T Test of a respondent’s ideal number of children (CHLDIDEL) to see if American adults feel the ideal number of children is greater than two children. We will be doing a one-tailed $t$ test. Copy CHLDIDEL data from the protected Data View sheet and paste it into a new Excel sheet (see Figure 8.11).
Although Excel’s *Data Analysis* function does not have an option to conduct a One-Sample T Test, we can easily work around this shortcoming with a few extra, but easy, steps. The process
begins by creating a fake variable, otherwise known in statistics as a dummy variable, next to CHLDIDEL. We will label this fake variable “DUMMY”—which you can see in Figure 8.12. Next, we will enter a “0” in cells B2 and B3. You don’t need to enter a “0” in any other cells of our dummy variable (see Figure 8.12).

Now we can use Excel’s Data Analysis function. Navigate to Excel’s Data tab and select Data Analysis. A window of Analysis Tools will appear. Select t-Test: Two-Sample Assuming Unequal Variances and then click OK.

Click in the empty box next to “Variable 1 Range” and highlight the column of CHLDIDEL data from A2 to A136. Do not select A1 for it contains the variable name, CHLDIDEL. Click in the empty box next to “Variable 2 Range” and highlight the column of DUMMY data from B2 to B3. Do not select B1 for it contains the variable name, DUMMY. In the empty box next to “Hypothesized Mean Difference,” enter “2.” This will be our test value and allow us to test if our respondents report a different amount of ideal number of children. If there is not a significant difference in the ideal number of children our respondents report and our test value of “2,” our $p$ value will be greater than our alpha. In our example, Excel has automatically set our alpha as “.05.”

Click in the empty box next to “Output Range,” and then select any cell in the current sheet you are working in. This will tell Excel where to place the $t$-test data analysis table it will generate. In our example, we’ve chosen for the output table to begin in cell D2. Click OK (see Figure 8.13).

**Figure 8.13**
We can delete the column labeled “Variable 2,” for that is our DUMMY variable. You can do that by highlighting the column and clicking on Edit and then Clear in the main Excel toolbar. For organizational purposes, we will widen column D. In cell E4, we will replace “Variable 1” with “CHLDIDEL.” In cell D8, we will change “Hypothesized Mean Difference” to “Hypothesized Mean.” And, finally, in the title for the table, replace “t-Test: Two-Sample Assuming Unequal Variances” with “t-Test: One-Sample.” We’ve successfully tricked Excel into conducting a One-Sample T Test (see Figure 8.14).

A total of 80 people (listed in our table as “observations”) answered the question about ideal number of children. The mean CHLDIDEL is 2.75, with a variance of 1.20 (rounded). To obtain the standard deviation, all you need to do is take the square root of the variance. The standard deviation of CHLDIDEL is 1.10 (rounded). Next to “Hypothesized Mean,” we see our test value (2), followed by our degrees of freedom (79). Our t value is listed next to “t Stat” as 6.12 (rounded). Excel then gives us the p value for a one-tail t test followed by the critical t value for a one-tail t test. It then does the same for a two-tail t test. Note the p value for the one-tail t test (cell E11) and two-tail t test (cell E13) is noted in exponential notation. 1.72E-08 is the same as .0000000172. Furthermore, 3.43E-08 is the same as .0000000343. Both p values are essentially .000.

We would interpret our findings as follows: Our t statistic is 6.12 (rounded), with 79 degrees of freedom. At the .05 significance level, we would reject the null hypothesis and conclude that American adults feel the ideal number of children is greater than two because our p value (.000) for a one-tailed t test is less than our alpha (.05).

Figure 8.14

Demonstration 2: A Test of Mean Differences

We will now conduct a one-tailed t test of mean differences of CHLDIDEL by respondent’s sex (SEX) to see if females report a significantly lower ideal number of children than males.
Copy both CHLDIDEL and SEX data from the protected Data View sheet and paste it into a new Excel sheet. Sort the SEX data by selecting all of the data in the CHLDIDEL and SEX columns (include the first row, which is the variable label for each column). Navigate to Excel’s Data tab and select Sort. A Sort window will appear. Under “Column,” we will instruct Excel to sort our data by SEX. Under “Sort On,” we will instruct Excel to sort by “Values.” And, under “Order,” we will instruct Excel to sort from A to Z. Select OK. The data will be sorted by SEX, which will make it easier for us to conduct a test of mean differences.

Navigate to Excel’s Data tab and select Data Analysis. A window of Analysis Tools will appear. Select t-Test: Two-Sample Assuming Equal Variances and then OK.

Click in the empty box next to “Variable 1 Range” and highlight the column of CHLDIDEL data from A2 to A76. This represents females. Do not select A1 for it contains the variable name, CHLDIDEL.

Click in the empty box next to “Variable 2 Range” and highlight the column of CHLDIDEL data from A77 to A136. This represents males.

In our example, Excel has automatically set our alpha as “.05.” We will leave it as such.

Click in the empty box next to “Output Range,” and then select any cell in the current sheet you are working in. This will tell Excel where to place the t-test data analysis table it will generate. In our example, we’ve chosen for the output table to begin in cell D2. Click OK (see Figure 8.15).

For organizational purposes, we will widen column D. In cell E4, we will replace “Variable 1” with “Females.” In cell F4, we will replace “Variable 2” with “Males.”

A total of 43 females and 37 males (listed in our table as “observations”) answered the question about ideal number of children. The mean CHLDIDEL for females is 2.74, with a variance
of 1.19. To obtain the standard deviation, all you need to do is take the square root of the variance. The standard deviation of CHLDIDEL for females is 1.09. The mean CHLDIDEL for males is 2.76, with a variance of 1.24. To obtain the standard deviation, all you need to do is take the square root of the variance. The standard deviation of CHLDIDEL for males is 1.11. The degrees of freedom is 78 (43 + 37 – 2).

Our \( t \) value is listed next to “t Stat” as –0.05. Excel then gives us the \( p \) value for a one-tail \( t \) test followed by the critical \( t \) value for a one-tail \( t \) test. It then does the same for a two-tail \( t \) test.

We would interpret our findings as follows: Our \( t \) statistic is –0.05 with 78 degrees of freedom. At the .05 significance level, we would fail to reject the null hypothesis that females have a lower ideal number of children than males because our \( p \) value (.48) for a one-tailed \( t \) test is greater than our alpha (.05).

EXCEL PROBLEMS [GSS18SSDS-E]

E1. Investigate whether or not Americans have 12 years of education.

a. Perform a one-sample \( t \) test with the variable EDUC (highest year of school completed). See Excel Demonstration 1 as an example.
b. What is the mean value of EDUC?
c. What is the obtained $t$ value?
d. What is the $p$ value for a two-tailed $t$ test?
e. Are you able to reject the null hypothesis that Americans have 12 years of education? Set alpha at .05.

E2. Compare the mean years of education (EDUC) by sex. Do females complete more years of education than males?
   a. Test the mean difference of EDUC (highest year of school completed) by SEX (respondent’s sex). See Excel Demonstration 2 as an example.
   b. What is the mean value of EDUC for females? For males?
   c. What is the obtained $t$ value?
   d. What is the $p$ value for a one-tailed $t$ test?
   e. Are you able to reject the null hypothesis that females and males complete a similar number of years of education? Set alpha at .05.

**CHAPTER EXERCISES**

C1. It is known that, nationally, doctors working for health maintenance organizations (HMOs) average 13.5 years of experience in their specialties, with a standard deviation of 7.6 years. The executive director of an HMO in a western state is interested in determining whether or not its doctors have less experience than the national average. A random sample of 150 doctors from HMOs shows a mean of only 10.9 years of experience.
   a. State the research and the null hypotheses to test whether or not doctors in this HMO have less experience than the national average.
   b. Using an alpha level of .01, calculate this test.

C2. In this chapter, we examined the difference in educational attainment between first- and second-generation Hispanic and Asian Americans based on the proportion of each group with a bachelor’s degree. We present additional data from the Pew Research Center’s 2013 report, measuring the percentage of each group that owns a home.

<table>
<thead>
<tr>
<th>Group</th>
<th>Percentage Owning a Home</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-generation Hispanic Americans</td>
<td>43</td>
</tr>
<tr>
<td>$N = 899$</td>
<td></td>
</tr>
<tr>
<td>Second-generation Hispanic Americans</td>
<td>50</td>
</tr>
<tr>
<td>$N = 351$</td>
<td></td>
</tr>
<tr>
<td>First-generation Asian Americans</td>
<td>58</td>
</tr>
<tr>
<td>$N = 2,684$</td>
<td></td>
</tr>
<tr>
<td>Second-generation Asian Americans</td>
<td>51</td>
</tr>
<tr>
<td>$N = 566$</td>
<td></td>
</tr>
</tbody>
</table>

C3. For each of the following situations, determine whether a one- or a two-tailed test is appropriate. Also, state the research and the null hypotheses.

a. You are interested in finding out if the average household income of residents in your state is different from the national average household. According to the U.S. Census, for 2017, the national average household income is $57,652.15.

b. You believe that students in small liberal arts colleges attend more parties per month than students nationwide. It is known that nationally undergraduate students attend an average of 3.2 parties per month. The average number of parties per month will be calculated from a random sample of students from small liberal arts colleges.

c. A sociologist believes that the average income of elderly women is lower than the average income of elderly men.

d. Is there a difference in the amount of study time on-campus and off-campus students devote to their schoolwork during an average week? You prepare a survey to determine the average number of study hours for each group of students.

e. Reading scores for a group of third graders enrolled in an accelerated reading program are predicted to be higher than the scores for nonenrolled third graders.

f. Stress (measured on an ordinal scale) is predicted to be lower for adults who own dogs (or other pets) than for non–pet owners.

C4. In 2016, the Pew Research Center surveyed 1,799 white and 1,001 black Americans about their views on race and inequality. Pew researchers found “profound differences between black and white adults in their views on racial discrimination, barriers to black progress and the prospects for change.” White and black respondents also disagreed about the best methods to achieve racial equality. For example, 34% of whites and 41% of blacks said that “bringing people of different racial backgrounds together to talk about race” would be a very effective tactic for groups striving to help blacks achieve equality. Test whether the proportion of white respondents who support this tactic is significantly less than the proportion of black respondents.

a. State the null and research hypotheses.

b. Calculate the Z statistic and test the hypothesis at the .05 level. What is your Step 5 decision?

C5. One way to check on how representative a survey is of the population from which it was drawn is to compare various characteristics of the sample with the population characteristics. A typical variable used for this purpose is age. The GSS 2018 found a mean age of 48.69 and a standard deviation of 17.99 for its sample of 1,495 American adults. Assume that we know from census data that the mean age of all American adults is 37.80. Use this information to answer the following questions:

a. State the research and the null hypotheses for a two-tailed test of means.

b. Calculate the t statistic and test the null hypothesis at the .001 significance level. What did you find?

c. What is your decision about the null hypothesis? What does this tell us about how representative the sample is of the American adult population?
C6. According to the GSS 2018, 51% of 218 college graduates reported being interested in environmental issues compared with 43% of 167 high school graduates.
   a. What is the research hypothesis? Should you conduct a one- or a two-tailed test? Why?
   b. Present the five-step model, testing your hypothesis at the .05 level. What do you conclude?

C7. GSS 2018 respondents were asked to rate their level of agreement to the statement, “Differences in income in America are too large.” Responses were measured on a 5-point scale: 1 = strongly agree, 2 = agree, 3 = neutral, 4 = disagree, and 5 = strongly disagree. Strong Democrats had an average score of 1.69 (σ = 1.04, N = 86) while strong Republicans had an average score of 2.11 (σ = 1.05, N = 67).
   a. What is the appropriate test statistic? Why?
   b. Test the null hypothesis with a one-tailed test (strong Democrats are more likely to agree with the statement than strong Republicans); α = .05. What do you conclude about the difference in attitudes for these two political groups?
   c. If you conducted a two-tailed test with α = .05, would your decision have been different?

C8. We compare the proportion who indicated speaking a language other than English for two GSS 2018 groups: respondents (1) born in the United States (native born) and (2) not born in the United States (foreign born). Test the research hypothesis that a lower proportion of native-born respondents than foreign-born respondents speak another language. Set alpha at .05.

<table>
<thead>
<tr>
<th></th>
<th>Native-Born Sample 1</th>
<th>Foreign-Born Sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion</td>
<td>.25</td>
<td>.72</td>
</tr>
<tr>
<td>N</td>
<td>1,294</td>
<td>205</td>
</tr>
</tbody>
</table>

C9. In surveys conducted during August 2016 (months before the election), the Pew Research Center reported that among 752 men, 55% indicated that regardless of how they felt about Hillary Clinton, the election of a woman as president would be very important historically. Among 815 women, 65% reported the same. Do these differences reflect a significant gender gap?
   a. If you wanted to test the research hypothesis that the proportion of male voters who believe in the historical importance of the election of a woman as president is less than the proportion of female voters who believe the same, would you conduct a one- or a two-tailed test?
   b. Test the research hypothesis at the .05 alpha level. What do you conclude?
   c. If alpha were changed to .01, would your decision remain the same?

C10. In this SPSS output, we examine lifetime use of alcohol among white and black students based on the MTF 2017. Lifetime use is measured on an ordinal scale: 1 = 0 occasions, 2 = 1–2 times, 3 = 3–5 times, 4 = 6–9 times, 5 = 10–19 times, 6 = 20–39 times, and 7 = 40+. Present Step 5 (final decision) for these data. Assume alpha = .05, two-tailed test.
C11. Research indicates that charitable giving is more common among older adults, although increased giving by Millennials is part of a growing trend. We examine charitable giving (measured in dollars) for two age groups: (1) 30–39 years and (2) 50–59 years of age, based on data from the GSS2014. Assume alpha = .05 for a two-tailed test. What can you conclude about the difference in giving between the two age groups?

C12. Based on the 2018 GSS, we compare church attendance (ATTEND) between lower- and upper-class respondents. ATTEND is an ordinal measure: 0 = never, 1 = less than once a year, 2 = once a year, 3 = several times a year, 4 = once a month, 5 = 2–3 times a month, and 6 = nearly every week. A lower score indicates lower church attendance.
a. Interpret the group means for lower- and upper-class respondents. Which group attends church more often?

b. Assume alpha = .05 for a two-tailed test. What can you conclude about the difference in church attendance between the two groups?

c. If alpha were changed to .01, would your Step 5 decision change? Explain.

C13. In Chapter 7's SPSS Demonstration, we used the Explore command to calculate the confidence intervals for HRSRELAX for men and women. The GSS 2018 asked respondents “after an average work day, about how many hours do you have to relax or pursue the activities you enjoy?” In this exercise, we selected married GSS respondents and calculated the t test for HRSRELAX.

a. Is there a significant difference between married men and married women in the number of hours they have to relax during the day? Set alpha at .05.

b. If alpha was changed to .01, would your Step 5 decision change? Explain.

<table>
<thead>
<tr>
<th>Group Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respondents sex</td>
</tr>
<tr>
<td>Hours per day R have to relax</td>
</tr>
<tr>
<td>FEMALE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Independent Samples Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levene's Test for Equality of Variances</td>
</tr>
<tr>
<td>Hours per day R have to relax</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>